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1. Counting

Probably the most fundamental science of all, and perhaps the most crucial to the rise of civilization, is arithmetic – which is oftentimes described as the *science of counting*. Counting is a special way of comparing sizes; more specifically, counting is a technique for assessing the sizes of sets. For example, the population of India is bigger than the population of Russia.\(^1\)

2. Identity

Counting depends on the logical notion of *set*, which in turn depends logically on the notion of *identity*. Even more fundamental, counting directly depends on the logical notion of *identity*; when you count a collection of objects, you must be careful not to count the same thing twice. In order to avoid counting the same object twice, you must be able to recognize that object from one moment to another. This ability involves the logical concept of identity.

There are actually several inter-related notions conveyed by the English words ‘identity’, ‘identify’, and ‘identical’. But fundamentally, these reduce to the notions of *qualitative identity* and *numerical identity*, which we describe in the next few sections.

1. Qualitative Identity

If we are told that a family has twins, we are naturally curious whether they are *identical* twins or *fraternal* twins. Both situations are noteworthy, but identical twins are considerably more noteworthy.\(^2\) Along similar lines we might advertise a photo-copying device as so good that the copy is identical to the original. We might describe this by saying that the copy is *indistinguishable* from the original. This notion of identity is sometimes called ‘qualitative identity’.

One key pragmatic feature of qualitative identity is that it *admits of degrees*; in particular, whether two things count as qualitatively identical – or indistinguishable – depends upon the standards we are applying. For example, in real life, no two twins are *exactly* identical, and no photo-copy is *exactly* identical to the original.

On the other hand, according to contemporary physics, all electrons are *intrinsically* exactly alike; in other words, every electron is an exact *duplicate* of every other electron. On the other hand, according to contemporary physics, no two electrons can occupy the same physical state, and so no two electrons are *extrinsically* exactly alike.\(^3\) The intrinsic properties of an electron include its mass and charge; the extrinsic properties of an electron include its location and velocity.\(^4\)

---

\(^1\) The latter claim is actually ambiguous; by ‘population’ do we mean the set of inhabitants, or the number of inhabitants? In this case, however, it turns out that the ambiguity is harmless. Whether we mean the set of inhabitants, or the number of inhabitants, the comparison is the same – one is bigger than the other.

\(^2\) Note that fraternal twins are simply “litter mates”, which is no big deal for dogs.

\(^3\) This is known as the Pauli Exclusion Principle, named after Wolfgang Pauli (1900-1958; Nobel Prize in Physics, 1945).

\(^4\) Modern physics adjusts these ideas considerably, so that the *relativistic mass* of an electron is extrinsic, although its *rest mass* remains intrinsic. All electrons have the same rest mass.
2. Numerical (Logical) Identity

In addition to qualitative identity, there is also numerical identity, also called logical identity. Consider the familiar sort of (classic) Star Trek episode, in which one of the crew members — say, Mister Spock — is “beamed” from one place to another. How does this work? The details are a bit mysterious, but the basic idea is this. On one end, a transmitting device decomposes Spock’s molecular makeup into “energy”, which is transmitted (“beamed”) through space and picked up by a receiving device, which in turn recomposes Spock’s molecular makeup — and voilà, Spock! Now, here is the key to this process, in virtue of which we are transmitting Spock. The creature who steps out of the receiving device is not merely an accurate copy of Spock; it is Spock! At least, that is what we are led to believe.5

Along similar lines, what if we adjust the Star Trek device so that it instead makes an exact copy of Spock, but leaves the original Spock in place. The creature coming out of the copying machine is qualitatively identical to Spock, but it isn’t Spock. Even if a perfect copy were made of Spock, that copy would not be Spock. There would be two creatures — Spock, and Spock-Mark2.

This is the notion of numerical identity, or logical identity.

3. The Various Uses of ‘Is’ in English

Logical identity is conveyed in English by the verb ‘to be’, which conjugates as (I am, you are, it is, etc.). The verb ‘to be’ is quite versatile; philosophers distinguish at least three uses of the verb ‘to be’, which are respectively called.

- the ‘is’ of predication
- the ‘is’ of existence
- the ‘is’ of identity

The ‘is’ of predication is familiar from elementary predicate logic, and is used in expressions such as the following.

- Jay is tall
- Kay is taller than Jay
- Jay is between Kay and Elle

The ‘is’ of existence is also familiar from elementary predicate logic, and in particular is used in the existential quantifier.

- there is (i.e., exists) at least one person who is happy

The ‘is’ of existence also figures prominently in Shakespeare’s most famous soliloquy.

- to be, or not to be; that is the question

Here, Hamlet is debating whether to commit suicide — in other words, whether or not to exist.

Finally, there is the ‘is’ of identity, which is perhaps the philosophically trickiest, although we have been familiar with it since first-grade at least. The following question-answer dialog illustrates our first exposure to the ‘is’ of identity.

---

5 On the other hand, perhaps the beaming machine is simply an exceedingly good copying machine that has the unfortunate side effect that the original is always destroyed in the copying process! I don’t know about you, but I personally would never step into one of these machines!
what is two plus two?
two plus two is four!

A logically similar dialog might be:

what is your favorite number?
my favorite number is seven!

who is the president?
Bush is the president!

4. A Little Grammatical Puzzle

Some words are used both as adjectives and nouns. This can occasionally present grammatical puzzles. Consider the following two sentences.

my favorite shirt is blue
my favorite color is blue

How is ‘is’ used in these sentences? How is ‘blue’ used in these two sentences? This little puzzle taken up again in a later chapter “A Theory of Numbers”.

5. A Few More Examples of Identity

Let us consider some other familiar examples of identity. First of all, people generally need a valid “ID” (short for ‘ID card’, short for ‘identity card’) to do certain things, like buy alcoholic beverages. Ideally, an ID card contains information on it, including a picture, that uniquely identifies you; to say that the card identifies you is simply to say that you are the person described by the ID card. Continuing our legal example, you might be asked by the police to “ID” (short for identify) a suspect from a book of mug shots. You might say something like “yes, that is the person I saw at the scene of the crime”. Along similar lines, you might be showing an old family photograph to friends, and you might be asked to identify various persons in a photograph; for example, “who is this person; who is that person; …?”; to this you might respond “that is my dad; that is my mom”.

6. Leibniz’s Laws

Gottfried Wilhelm Leibniz (1646-1716) was a German philosopher and mathematician, who is probably most famous for inventing the Calculus, which was also invented (independently!) by Sir Isaac Newton. Leibniz thought very deeply about the relation between qualitative identity and

---

6 Even people in their thirties and forties occasionally get carded at bars and liquor stores. What you have to worry about is when they stop carding you, because that means you are “over the hill”.

7 A joke from the fifties goes as follows. Who was that lady I saw you with last night? That was no lady! That was my wife! Although it is sexist, and although we should not laugh at it, this joke does illustrate the distinction between the ‘is’ of identity and the ‘is’ of predication. Which uses of ‘was’ (past tense of ‘is’) involve the ‘is’ of identity, and which uses involve the ‘is’ of predication.

8 More specifically, the differential and integral calculus. Among mankind’s many calculi (i.e., calculation procedures), the one invented by Leibniz and Newton is regarded as so noteworthy and important that it is called “the” calculus. For the sake of comparison, among mankind’s many books, one is regarded as so important that it is called “the” book (i.e., “The Bible”).

9 Newton and Leibniz (rhymes with ‘tribe-ritz’) never met, but they are forever linked in the history of philosophy and mathematics. In addition to inventing the Calculus, they had a famous debate about the nature of space; Newton defended an absolute conception of space, and Leibniz defended a purely relational conception of space. On a lighter note, they both have cookies named after them! I am a particular fan of the Choco-Leibniz, which is made in Leibniz’s home town, Hannover Germany.
numerical identity, and in particular proposed the following two laws, which are appropriately called ‘Leibniz’s Laws’. Unfortunately, both laws are called ‘Leibniz’s Law’; which one an author means will depend upon the context. We will refer to the two laws as ‘Leibniz’s Law – First Form’, and ‘Leibniz’s Law – Second Form’.

**Leibniz’s Law – First Form**

identicals are indistinguishable

i.e.: if \( x \) and \( y \) are identical, then \( x \) and \( y \) are indistinguishable

i.e.: if \( x \) and \( y \) are numerically identical, then \( x \) and \( y \) are qualitatively identical.

i.e.: if \( x \) is \( y \), then \( x \) and \( y \) have precisely the same properties

This law is generally regarded as a purely logical truth. After all, if object \( x \) is object \( y \), then when you are talking about \( x \), you are *ipso facto*\(^{10} \) talking about \( y \), since \( x \) and \( y \) are the exact same thing!

The other form of Leibniz’s Law is given as follows.

**Leibniz’s Law – Second Form**

indistinguishables are identical

i.e.: if \( x \) and \( y \) are indistinguishable, then \( x \) and \( y \) are identical

i.e.: if \( x \) and \( y \) are qualitatively identical, then \( x \) and \( y \) are numerically identical.

i.e.: if \( x \) and \( y \) have precisely the same properties, then \( x \) is \( y \)

Unlike the first form of Leibniz’s Law, the second form is not generally regarded as logically true, and accordingly counts as a non-trivial *metaphysical principle*. To clarify it somewhat, consider the following principle.

no two things are numerically identical

This simply follows from the meanings of the terms ‘two’ and ‘numerically identical’. In order for *two* things to be numerically identical, they have to be the exact same thing, in which case they are not *two* things at all, but are rather *one* thing.

By contrast, the second form of Leibniz’s Law states the following.

no two things are qualitatively identical

---

\(^{10}\) *ip-so fac-to* (ɪpˈso fæktə) adv. By the fact itself; by that very fact: An alien, *ipso facto*, has no right to a U.S. passport. [AHD]
This is not a logical truth, but is a substantive principle, which may or may not be true. Note carefully that, when we say that two individuals are qualitatively identical, we mean that they share all their traits in common, including location in space.

7. **Important Note on Subsequent Usage**

Henceforth, when the word ‘identical’ is used without a modifier, it is understood that it means ‘numerically identical’.

8. **The Language Problem**

One of the chief problems with understanding numerical identity is that the conventions of ordinary language frequently get in the way. Literally speaking, two things cannot be identical, because that would mean that there is only one thing, and not two things. Nevertheless, we use plural talk when talking about identity, even though the whole point of an identity claim is that the subject is singular. For example, Leibniz’s Law (2) has the following logical consequence no matter who \( a \) and \( b \) are.

\[
\text{if } a \text{ and } b \text{ are indistinguishable, then } a \text{ and } b \text{ are identical}
\]

Notice that ‘are’ is plural, which strongly suggests that we are talking about more than one object; for example, one of them is \( a \), and the other one is \( b \). But when we say that they – i.e., \( a \) and \( b \) – are identical, then we are saying that “they” are not a “they” at all, but an “it”.

A similar problem occurs when we make a list of people, or places, or things. The following is an example.

1. the president
2. the first lady
3. Laura Bush

How many items are in the list? Three. How many people are mentioned? Two. The list has three references to people, but the list is redundant, since Laura Bush is mentioned twice. We can report this fact by saying the following.

Laura Bush = the first lady
Laura Bush is the first lady
Laura Bush and the first lady are one and the same
Laura Bush and the first lady are the exact same person
Laura Bush and the first lady are identical

3. **Sets**

As mentioned earlier, counting depends logically on the notion of identity; without the notion of identity, counting is simply impossible. You cannot count a collection of things unless you can make sure that you haven’t counted the same thing twice. Of course, the other notion that counting depends upon is the notion of a collection, or class, or set. When we count, we count the members of a set. The notion of set in turn depends logically upon the notion of identity.

1. **What is a Set?**

The basic idea is that sets have members (also called elements). In this respect, sets are like clubs. But there is a big difference between clubs and sets. Two clubs – say, the Latin Club, and the Astronomy Club – can have the very same members – say Bill, Ted, and Alice. Nevertheless these are
two clubs, not one club. By Leibniz’s Law (second form), since they are two rather than one, there must be something that distinguishes them; for example, the clubs might meet at different times, or they might have different agendas. Sets are different from clubs; unlike clubs, a set is completely determined/identified by its membership – same membership, same set. If set $A$ has precisely the same members as set $B$, then $A$ and $B$ are in fact the exact same set, which is to say that they are (numerically) identical (i.e., $A=B$).

The individuation of sets by their members is known as the **Principle of Extensionality**, which is formally stated as follows.

\[
(E) \quad \forall x (x \in A \leftrightarrow x \in B) \rightarrow A=B
\]

Note that the antecedent of (E) can be expanded by predicate logic as the conjunction of the following two formulas.

\[
(a) \quad \forall x (x \in A \rightarrow x \in B)
\]
\[
(b) \quad \forall x (x \in B \rightarrow x \in A)
\]

Whereas (a) says that every element of $A$ is an element of $B$, (b) conversely says that every element of $B$ is an element of $A$. Accordingly, (E) can be translated into English as follows.

*if every element of $A$ is also an element of $B$, and every element of $B$ is also an element of $A$,*

*then $A$ and $B$ are the exact same set (i.e., $A$ is $B$).*

2. **Set-Abstracts**

Sets may be denoted in various ways. In the simplest cases at least, the members are simply listed, and the resulting list is enclosed in curly braces, and the resulting expression denotes the set with precisely that membership. The following are examples.

(1) $\{\text{Bach}\}$
(2) $\{\text{Bach, Mozart}\}$
(3) $\{\text{Bach, Mozart, Beethoven}\}$

The first set has exactly one member – Bach. The second set has Bach and Mozart as members, and nothing else. The third set has Bach, Mozart, and Beethoven as members, and nothing else.

Notice that the order in which we write the members of a set is completely irrelevant. For example, the set $\{\text{Bach, Mozart}\}$ and the set $\{\text{Mozart, Bach}\}$ are the exact same set. In other words:

$\{\text{Bach, Mozart}\} = \{\text{Mozart, Bach}\}$

The listing technique works for small sets, but becomes unruly for larger sets. Accordingly, it is customary to introduce a special notation – called **set-abstract** notation – which is illustrated as follows.

$\{x : x \text{ lives in the White House}\}$

which reads:

*the set of all those $x$ such that $x$ lives in the White House*

This denotes the set of all things living in the White House. There is no doubt a huge population of living creatures in the White House, especially if we include one-celled organisms, so this is a very large set indeed! Accordingly, let us narrow our attention as follows.
\{ x : x \text{ is a human and } x \text{ lives in the White House} \}

This is a much smaller set, and consists of precisely those humans living in the White House; I conjecture that this set is identified as follows.

\{ x : x \text{ is a human and } x \text{ lives in the White House} \} = \{ \text{George W. Bush, Laura Bush} \}

On the other hand, the following set

\{ x : x \text{ is a Democrat and } x \text{ lives in the White House} \}

has no members. This is alternatively stated as follows.

\{ x : x \text{ is a Democrat and } x \text{ lives in the White House} \} = \emptyset =_{df} \text{ the empty set}

4. A Theory of Numbers

In what follows, we attempt to answer the question – what are numbers? The theory we put forth traces to the ground-breaking work of Russell and Whitehead,\(^{11}\) and may be called a “logical” theory of numbers. Here, the word ‘logical’ is not placed in opposition to ‘illogical’; presumably, no one intends to put forth an illogical theory of numbers. Rather, ‘logical’ here is associated with a philosophy of mathematics called ‘logicism’, which Russell and Whitehead attempted to defend.\(^{12}\) However, note carefully that, although the viewpoint put forth in this chapter employs the logical insights of Russell and Whitehead, it more properly qualifies as a form of mathematical realism.\(^{13}\)

Please keep in mind that, for the moment at least, we are concentrating on what are usually called the natural numbers.\(^{14}\) Basically, a natural number constitutes an answer to a “how many” question. Later, we will also consider what constitutes an answer to a “how much” question.

---

\(^{11}\) Russell and Whitehead, *Principia Mathematica* (published 1910-13). Although it has a very similar title to Newton’s monumental work, it is not written in Latin. Nor is it quite as influential. Nevertheless, it is worthy of its lofty title – next to Aristotle’s *Organon*, it is regarded as the most influential work on logic ever written. Consult [http://plato.stanford.edu/entries/principia-mathematica].

\(^{12}\) According to this view, all mathematical truths are ultimately logical truths. For example, see article alluded to in Note 11.

\(^{13}\) In the metaphysics game, realism is a viewpoint according to which universals (properties) exist independently of the mind. This is usually contrasted with conceptualism, according to which universals exist but only in the mind, and nominalism, according to which universals don’t exist at all, but are just words. Interestingly, this usage is nearly opposite to the ordinary usage of the word ‘realist’, which refers to a person whose feet are firmly grounded in the everyday world of facts, a person who would never consider day-dreaming about a world inhabited by abstract objects.

\(^{14}\) There seems to be confusion in the educational (i.e., K-12) literature. Many authors tell you that the natural numbers are 1,2,3,… However, the widespread mathematical opinion is that the natural numbers are 0,1,2,3,…, whereas the counting numbers are 1,2,3,… After 0,1,2,…, all other numbers – fractions, negative numbers, etc. – are in some sense artificial. A much quoted sentence from the mathematician Leopold Kronecker (1823-1891) goes as follows “Die ganze Zahl schuf der liebe Gott, alles Übrige ist Menschenwerk”. In other words, God created the natural numbers; all else is the work of humans. Thus, humans created the artificial numbers.
5. **The Grammar of Number-Words**

1. **Nouns versus Adjectives**

Dictionaries classify words into various parts of speech, including *nouns, verbs, adjectives*, etc. The classification is not entirely arbitrary; for example, nouns and adjectives are employed quite differently in discourse. In particular, whereas nouns are used *demonstratively*, adjectives are used *attributively*. On the one hand, we use a noun to point at (name) an object or collection of objects. On the other hand, we use an adjective to attribute a property to an object or collection of objects.

Many words have multiple grammatical categories; for example, color-words like ‘red’, ‘green’ and ‘blue’ are used both nominally (as nouns) and adjectively (as adjectives). The following very similar sentences illustrate the two uses of the word ‘blue’.

- my favorite shirt is blue
- my favorite color is blue

Whereas the first sentence uses ‘blue’ as an adjective, the second sentence uses ‘blue’ as a proper name. Correspondingly, whereas the first sentence uses the ‘is’ of predication, the second sentence uses the ‘is’ of identity. One way to see the difference is to invert the sentences as follows.

- blue is my favorite shirt
- blue is my favorite color

Whereas the first one sounds odd (or poetic, if you like), the second one sounds just as prosaic as the original sentence from which it was derived.

There are also artificial examples of the adjective-noun phenomenon. As the intro logic student learns, logicians have *invented* a rather artificial usage of the words ‘true’ and ‘false’ in connection with truth-values and truth-tables. The two different uses of ‘true’ are illustrated in the following examples.

- my favorite proposition is true
- my favorite truth-value is true
- the truth-value of a true proposition is true

The first two sentences parallel our earlier sentences involving ‘blue’. The third sentence illustrates the connection between the adjectival use and the nominal use of ‘true’.

Now, if we adopt a quasi-Germanesque capitalization scheme, according to which we capitalize all *proper* nouns (but not *all* nouns), then we would capitalize ‘blue’ and ‘true’ whenever they are used as proper nouns, in which case we would write the following.

- my favorite shirt is blue
- my favorite color is Blue
- my favorite sentence is true
- my favorite truth-value is True
- the truth-value of a true proposition is True
2. Number-Words: Numerical-Adjectives; Numerical-Nouns

As with color-words, number-words are used both as nouns and as adjectives. Just as with ‘blue’ and ‘true’, the logically fundamental use of number-words is adjectival, as in the following examples.

- there is one god
- it takes two to tango
- Satan has three mouths
- there are seven liberal arts

In addition to their use as adjectives, number-words are also used as proper names, which are introduced very early in our education. For example, if I ask you any of the following questions,

- what is your lucky number?
- what is your favorite number?
- what is your least favorite number?
- what is two-plus-two?

I expect an answer that uses a number-word, not as an adjective, but as a proper name (proper noun). The following are examples of grammatically admissible answers.

- my lucky number is seven
- my favorite number is sixty
- my least favorite number is two-hundred eighty-eight
- two-plus-two is four

Usually, we elide the introductory restatement of the question, and simply pronounce the underlined material. In any case, notice carefully that the number-words are used here as proper names; they function as predicate nominatives, which is to say that they function as “objects” that could just as easily be “subjects” of the sentence.

Over the next few sections, in trying to answer the question “what are numbers?”, we extensively examine number-words, first as adjectives, and then as nouns.

---

15 The word ‘adjective’ is used somewhat advisedly; a more precise term is ‘quantifier’. But ‘quantifier’ does not count in dictionaries as a part of speech. Also, a quantifier is—after all is said and done—a very special sort of adjective.

16 According to Dante (The Inferno), Satan occupies the innermost circle of Hell. He moreover has three mouths which respectively contain the villains Judas, Brutus, and Cassius. I think that the 20th Century provided three much better candidates for these positions—Hitler, Stalin, Mao—based on the number of people each of them murdered.

17 According to Plato, the liberal arts included Arithmetic, Geometry, Astronomy, and Music (by which he meant music theory; musical performance was regarded as a practical art, a trade). To this list, the Medieval universities added the following three—Logic, Grammar, Rhetoric. Whereas the latter three constituted the “trivium”, the former four constituted the “quadrivium”. In this connection, the word ‘trivia’ can be understood as breaking into ‘tri’ [three-fold] and ‘via’ [way]; similarly, ‘quadrivia breaks into ‘quadri’ [four-fold] and ‘via’ [way]. The trivium was considered more fundamental or elementary than the quadrivium—hence our modern word ‘trivial’. How a word for ‘elementary’ or ‘fundamental’ ultimately became associated with “unimportant information—for example, Marilyn Monroe’s favorite color” reflects (badly) on modern culture.

18 Because, as the Babylonians first noticed, 60 has very many useful factors, including 2,3,4,5,6.

19 Because it is two gross (a gross is a base-twelve unit, being a dozen dozen).
6. The Zero-Adjective

The elementary logic student is already familiar with rudimentary numerical adjectives, in the guise of *quantifiers*. In particular, the existential quantifier \( \exists \) is officially read so that:

\[ \exists x \quad =: \quad \text{there is at least one} \quad x \quad \text{such that…} \]

Notice that the quantifier concept “at least one” is logically complex:

\[ \text{at least one} \quad \approx \quad \text{one or more} \quad \approx \quad \text{one, or two, or three, or …} \]

On the other hand, the negation of ‘at least one’ is comparatively simple.

\[ \text{not at least one} \quad \approx \quad \text{none} \quad \approx \quad \text{zero} \]

In particular, the compound quantifier ‘\( \sim \exists \)’ is naturally read so that:

\[ \sim \exists x \quad =: \quad \text{there is no} \quad x \quad \text{such that} \]

For example, the proposition that there are no unicorns can be expressed by the following formula of predicate logic.

\[ \sim \exists x \{ x \text{ is a unicorn} \} \]

which reads:

there is no individual \( x \) such that \( x \) is a unicorn

In discussing how many unicorns there are, we can also employ set-talk and discuss

the set of all unicorns

which may be denoted by the following set-abstract.

\[ \{ x : x \text{ is a unicorn} \} \]

The latter expression is usually read as follows.\(^{20}\)

the set of (all and only those individuals) \( x \) such that \( x \) is a unicorn

Now, it seems fairly clear that the following are equivalent.

the set of unicorns is empty
there are no unicorns
there are zero unicorns
the number of unicorns is zero

Thus, we can understand quantification, in this instance at least, as ascribing a property to sets. Ascribing a property to something is known as *predication*. If we formalize predicate notation in the style of predicate logic, so that we write predicates first, arguments second, we can write these predications as follows.

---

\(^{20}\) The usual reading is not strictly speaking grammatical, since it confuses singular and plural pronouns – the first \( x \) is plural; the second \( x \) is singular. We take this expression to be a lazy way of saying the following more grammatically fastidious formula of English.

the smallest set every element \( x \) of which is such that \( x \) is a unicorn
EMPTY\{x : x is a unicorn\}
NO\{x : x is a unicorn\}
ZERO\{x : x is a unicorn\}

In each case, we understand the proposition as ascribing a property to the set of unicorns – a property that we have variously expressed by the terms ‘empty’, ‘no’ and ‘zero’.

We conclude this discussion by declaring precisely what the adjectival-zero object is.\(^{21}\)

\[
\text{the numerical-adjective ‘zero’ expresses the zero-property (a.k.a. } 0)\text{, which is the property of being a memberless set}
\]

This is formally written as follows.

\[\emptyset[A] \leftrightarrow A \text{ is a set } & \sim \exists x \{ x \in A \}\]

Here, the special symbol ‘∈’ abbreviates ‘is a member of’; i.e.:

\[x \in y \equiv x \text{ is a member (element) of } y\]

Note carefully that, in virtue of the Principle of Extensionality, there is exactly one set with no members; it is usually called ‘the empty set’, which is designated as follows.

\[\emptyset = \text{ the set with no elements (a.k.a. the empty set)}\]

We accordingly have the following theorem.

\[\emptyset[A] \leftrightarrow A = \emptyset\]

7. The One-Adjective

We have now shown how ‘zero’ is used as an adjective; it expresses a property that applies to a set precisely if that set is memberless. This property is not widespread, however, since there is only one memberless set, the empty set \(\emptyset\).

We next consider whether this approach can be extended to “one” understood as an adjective. We start by noting that we already have the concept of “at least one”, which is simply the negation of “none”. This concept can be variously conveyed as follows.

\[\exists x \{ x \text{ is a unicorn } \}\]

\[\text{NOT-EMPTY}\{x : x \text{ is a unicorn}\}\]

\[\text{AT-LEAST-ONE}\{x : x \text{ is a unicorn}\}\]

\[\text{NOT-ZERO}\{x : x \text{ is a unicorn}\}\]

What we want, however, is the narrower concept of “exactly one”, which can the thought of as the conjunction of “at least one” and “at most one”. How do we logically convey this idea? For example, how do we logically analyze the following sentence.

\(^{21}\) We must distinguish between the word ‘zero’, used as a quantifier expression, and the concept or individual this word stands for.
Khufu (a.k.a. Cheops) built **exactly one** pyramid (*the* Great Pyramid)

We can re-describe this as follows (omitting the parenthetical information).

the set \( \{ x : x \text{ is a pyramid and Khufu built } x \} \) has **exactly one** element

How do we re-describe this using special predicates or quantifiers. The following are proposed.

\[
\exists! x \{ \text{x is a pyramid and Khufu built x } \}
\]

**EXACTLY-ONE** \( \{ x : x \text{ is a pyramid and Khufu built x } \} \)

1 \( \{ x : x \text{ is a pyramid and Khufu built x } \} \)

The first formula involves a special quantifier ‘\( \exists! \)’ which is read so that:

\[
\exists! x \quad \text{there is exactly one individual } x \text{ such that } \ldots
\]

The second formula involves the special predicate ‘exactly-one’ which applies to a set precisely when that set has exactly one element. The third formula is simply a notational variant of the second.

So far, this is mere stenography, unless we can also come up with the logical principles governing these new concepts. As it turns out, ‘exactly-one’ can be logically characterized in a fairly simple manner, based on the concept of logical (numerical) identity.\(^{22}\) Let us spend a little time understanding this idea.

1. **‘Is the Only’**

In order to capture ‘exactly one’ we back up a bit and examine the notion of ‘is the only’ as used in the following sentence.

Kay *is the only* freshman

Here, let us imagine that the domain of quantification is the Philosophy of Science class. So we mean, in effect, that Kay is the only freshman in the Philosophy of Science class.

Now, what can we deduce from this bit of information? Well, it seems that we can deduce the following.

Kay is a freshman, **and** no one else is (a freshman)

A little further reflection will also convince us that we have the following logical principle.

\[
k \text{ is the only } F \\
\iff \\
k \text{ is } F \text{ and no one else is } F
\]

Now, let’s examine the bottom formula. The first conjunct is simple, and can be abbreviated in predicate logic as follows.

\[ Fk \]

\(^{22}\) This was first discovered by Russell and Whitehead near the end of the 19th Century, and is presented in *Principia Mathematica*. 
But how do we convey the second conjunct? Many novices write down something like the following.

$$\neg \exists x Fx$$

But this says that no one is a freshman, which contradicts the earlier formula. What we want is that no one else is a freshman. The word ‘else’ alludes to Kay, so we must somehow mention Kay in the second conjunct. Well, as a first approximation, we can write:

no one other than Kay is a freshman

which can be paraphrased as:

there is no one who is other than Kay and who is a freshman

which can be logically paraphrased as:

$$\neg \exists x \{ x \text{ is other than Kay, and } x \text{ is a freshman} \}$$

which can be partially abbreviated as:

$$\neg \exists x \{ x \text{ is other than } k \text{ and } Fx \}$$

Now all we need to do is to figure out how to say ‘is other than’. A little reflection reveals that ‘is other than’ is a variant of ‘is distinct from’. A person other than Kay is simply a person who is distinct from Kay, which is to say a person who isn’t Kay. Notice the reappearance of the ‘is’ of identity. In this connection, recall the following.

$$x = y \quad \equiv \quad x \text{ is } y$$
$$x \text{ and } y \text{ are the very same thing}$$
$$x \text{ and } y \text{ are one and the same}$$

so:

$$x \neq y \quad \equiv \quad x \text{ isn’t } y$$
$$x \text{ and } y \text{ are not the very same thing}$$
$$x \text{ and } y \text{ are not one and the same}$$
$$x \text{ and } y \text{ are distinct (from each other)}$$
$$x \text{ is other than } y$$

Substituting our logical account of “otherness” into the above formula, we obtain:

$$\neg \exists x \{ x \neq k \text{ and } Fx \}$$

Accordingly, we can express the proposition that Kay is the only freshman using the following formula.

$$Fk \text{ and } \neg \exists x \{ x \neq k \text{ and } Fx \}$$

2. A More Succinct Formula

The formula reached at the end of the previous section is an excellent conceptual rendition of the proposition that $k$ is the only $F$. It can, however, be improved upon from the point of view of conciseness. In this section, we distill the formula down a bit. First, by predicate logic principles, the second conjunct is equivalent to the following.

$$\forall x \{ Fx \rightarrow x = k \}$$
Next, in virtue of Leibniz’s Law, the first conjunct is equivalent to the following.

\[ \forall x \{ x = k \rightarrow Fx \} \]

Putting these two formulas together, using predicate logic principles, we obtain the following formula.

\[ \forall x \{ Fx \leftrightarrow x = k \} \]

The more or less literal reading of this is:

for any individual \( x \), \( x \) is a freshman if and only if \( x \) is Kay

The most natural reading of this formula into colloquial English is the following.

a person is a freshman if and only if that person is Kay (herself)

3. **Using Set-Talk to Convey ‘Is the Only’**

Next, let us use set-talk to convey the idea that Kay is the only freshman. First, consider the set of freshman, which is depicted by the following set-abstract.

\[ \{ x : x \text{ is a freshman} \} \]

Next, consider the set that contains Kay and no one else, which is depicted thus.

\[ \{ \text{Kay} \} \]

Now, to say that Kay is the only freshman is to say that these two sets are the very same set; i.e.:

\[ \{ x : x \text{ is a freshman} \} = \{ \text{Kay} \} \]

It might be instructive to show how this is equivalent to our earlier formulation of ‘Kay is the only freshman’. First, we have the following principle about sets.

\[ A = B \leftrightarrow \forall x \{ x \in A \leftrightarrow x \in B \} \]

Note that the “\( \rightarrow \)” half is a consequence of Leibniz’s Law, whereas the “\( \leftarrow \)” half is the Principle of Extensionality. Based on this principle we have:

\[ \{ x : x \text{ is a freshman} \} = \{ \text{Kay} \} \]

\[ \leftrightarrow \forall x \{ x \in \{ x : x \text{ is a freshman} \} \leftrightarrow x \in \{ \text{Kay} \} \} \]

But we also have the following equivalences.

\[ a \in \{ x : x \text{ is a freshman} \} \leftrightarrow a \text{ is a freshman} \]
\[ a \in \{ \text{Kay} \} \leftrightarrow a = \text{Kay} \]

So we ultimately have:

\[ \{ x : x \text{ is a freshman} \} = \{ \text{Kay} \} \]

\[ \leftrightarrow \forall x \{ x \text{ is a freshman} \leftrightarrow x = \text{Kay} \} \]
4. From ‘Is the Only’ to ‘Exactly One’

How many elements are in the set \{Kay\}? Well, exactly one – since \{Kay\} contains Kay and no one else! Therefore, supposing that Kay is the only freshman – i.e., supposing that

\[ \{ x : x \text{ is a freshman} \} = \{ \text{Kay} \} \]

then the set \{x : x \text{ is a freshman}\} also has exactly one element.

We can partly summarize the above reasoning with the following simple logical implication.

if Kay is the only freshman,
then there is exactly one freshman.

Notice that there is nothing special about Kay here; it could be anyone. This may be summarized as follows.

if anyone is the only freshman,
then there is exactly one freshman.

This in turn is equivalent to:

if someone is the only freshman,
then there is exactly one freshman.

As it turns out, the converse of the latter conditional also holds\(^23\); namely:

if there is exactly one freshman,
then someone is the only freshman.

Putting these together, we have the following principle.

there is exactly one freshman
if and only if
there is someone who is the only freshman

We know how to say that Kay is the only freshman.

\[ Fk \land \exists x \{ x \neq k \land Fx \} \]

or:

\[ \forall x \{ Fx \leftrightarrow x = k \} \]

or:

\[ \{ x : Fx \} = \{ k \} \]

How do we say that someone is the only freshman? By existential generalization over the proper name ‘k’, which yields the following (be careful to use a new variable!)

\[ \exists y \{ Fy \land \exists x \{ x \neq y \land Fx \} \} \]

or:

\[ \exists y \forall x \{ Fx \leftrightarrow x = y \} \]

or:

\[ \exists y \{ \{ x : Fx \} = \{ y \} \} \]

Finally, we return to the special ‘exactly one’ quantifier ‘\(\exists!\)’, which we are now in position to explicate.

\(^{23}\) The oddity of ‘anyone’ is that whereas these two conditionals are logically equivalent, their converses are not!
\[ \exists ! x \Phi x \iff \exists y \forall x \{ \Phi x \iff x = y \} \]

5. **The Definition of the One-Predicate**

Earlier we defined the zero-predicate so that it satisfies the following principles.

\[
\begin{align*}
0[A] & \iff A \text{ is a set } \& \sim \exists x \{ x \in A \} \\
0[A] & \iff A = \emptyset \\
0\{ x : \Phi x \} & \iff \sim \exists x \Phi x
\end{align*}
\]

In other words, the predicate 0 applies to a set precisely if that set is memberless.

We can similarly define a one-predicate so that it satisfies the following principles.

\[
\begin{align*}
1[A] & \iff A \text{ is a set } \& \exists ! x \{ x \in A \} \\
1[A] & \iff \exists x [ A = \{ x \} ] \\
1\{ x : \Phi x \} & \iff \exists ! x \Phi x
\end{align*}
\]

In other words:

the numerical-adjective ‘one’ expresses the one-property (a.k.a. \( I \)),
which is the property of being a single-membered set.

Observe that there is a striking difference between 0 and 1 – whereas 0 applies to exactly one set, the empty set \( \emptyset \), 1 applies to indeterminately-many sets.

6. **Sets of Sets**

As remarked in the previous section, we have the following.

\( \emptyset \) applies to **exactly one** set
there is **exactly one** memberless set

The latter expression can in turn be formalized as follows.

\[
\begin{align*}
\exists ! x \{ x \text{ is a set and } x \text{ is memberless} \} \\
I\{ x : x \text{ is a set and } x \text{ is memberless} \}
\end{align*}
\]

But notice that, in the latter expression, we have formed the following set.

\[ \{ x : x \text{ is a set and } x \text{ is memberless} \} \]

Notice, in particular, that this is not a set whose members are ordinary individuals (e.g., persons, planets, and positrons). Rather, it is a set whose members are sets; well, actually, it only has one member, but that member is a set. In fact, we have the following identity.

\[ \{ x : x \text{ is a set and } x \text{ is empty} \} = \{ \emptyset \} \]

One might wonder whether the following is true.

\[ \times \quad \{ \emptyset \} = \emptyset \]
This claims that the set whose sole element is the empty set is the same as empty set. However, this can be easily dis-proven, using Leibniz’s Law. Whereas \( \{ \emptyset \} \) has one element, \( \emptyset \) has no elements; therefore, since they differ in at least one feature, they can’t be the same thing.

The moral is this: Counting presupposes collecting, whether we are counting pebbles, or whether we are counting sets. In order to count sets, we have to collect them, at least abstractly, which means that we have to consider sets whose members are themselves sets.

8. **Zero, One, Two, Three, ...**

We have constructed the zero-predicate, and the one-predicate. The remaining numerical predicates can be similarly constructed. The full list starts as follows, where we presuppose that the object \( A \) is a set to begin with.

\[
\begin{align*}
0[A] & \iff \neg \exists i \{ i \in A \} \\
& \iff A = \emptyset \\
1[A] & \iff \exists z \forall i \{ i \in A \iff i = z \} \\
& \iff \exists z \{ A = \{ z \} \} \\
2[A] & \iff \exists yz \{ y \neq z \land \forall i \{ i \in A \iff i = y \lor i = z \} \} \\
& \iff \exists yz \{ y \neq z \land A = \{ y, z \} \} \\
3[A] & \iff \exists xyz \{ x \neq y \land x \neq z \land y \neq z \land \forall i \{ i \in A \iff i = x \lor i = y \lor i = z \} \} \\
& \iff \exists xyz \{ x \neq y \land x \neq z \land y \neq z \land A = \{ x, y, z \} \} \\
4[A] & \iff \exists wxyz \{ w \neq x \land w \neq y \land w \neq z \land x \neq y \land x \neq z \land y \neq z \land \forall i \{ i \in A \iff i = w \lor i = x \lor i = y \lor i = z \} \} \\
& \iff \exists wxyz \{ w \neq x \land w \neq y \land w \neq z \land x \neq y \land x \neq z \land y \neq z \land A = \{ w, x, y, z \} \} \\
\end{align*}
\]

9. **Number-Words as Proper Nouns**

So far, we have discussed the logically fundamental notion of numbers, which is associated with the use of number-words as adjectives, which are interpreted as properties of sets. For example, \( 0 \) applies to a set precisely when it is memberless, \( 1 \) applies to a set precisely when it is single-membered, \( 2 \) applies to a set precisely when it is double-membered, and so forth. This accounts for those uses of number-words such as the following.

- there are no (zero-many) unicorns \( \emptyset \{ x : x \text{ is a unicorn} \} \)
- there is exactly one unicorn \( 1 \{ x : x \text{ is a unicorn} \} \)
- there are exactly two unicorns \( 2 \{ x : x \text{ is a unicorn} \} \)
- there are exactly three unicorns \( 3 \{ x : x \text{ is a unicorn} \} \)
- etc.

As mentioned earlier, number-words are also used as proper names, as in the following examples.

---

\(^{24}\) Counting also presupposes the notion of logical identity, but we know exactly what the identity conditions are for sets; these are given by the Principle of Extensionality.
my lucky number is seven
my favorite number is sixty
my least favorite number is two-hundred eighty-eight
two-plus-two is four

Also, as mentioned earlier, whereas nouns are used *demonstratively*, adjectives are used *attributively*. Whereas we use a noun to point at (name) an object or collection of objects, we use an adjective to attribute a property to an object or collection of objects. For example, it makes no sense to ask what ‘tall’ is the name of; we do not use ‘tall’ in this manner. On the other hand, whenever a proper name is employed in discourse, we can naturally and rightfully ask what particular object is being picked out by that name. For example, if I say ‘Homer’, do I mean the author of *The Iliad*, or do I mean the American painter,\(^25\) or do I mean the patriarch of the Simpson family.\(^26\) To whom am I referring?\(^27\)

As mentioned earlier, many words function both as adjectives and as proper names, including the words ‘blue’, ‘true’, and ‘two’. However, when these words are used as proper names, they are used demonstratively, and so we might naturally ask what particular objects they point at; if they are proper names, what do they name?

Probably the easiest and most economical answer to this question is that an adjective-like noun simply *names* what the original adjective *expresses*. For example:

- the noun ‘Blue’ *names* what the adjective ‘blue’ *expresses*;
- the noun ‘True’ *names* what the adjective ‘true’ *expresses*;
- the noun ‘Two’ *names* what the adjective ‘two’ *expresses*.

What do the adjectives ‘blue’, ‘true’, and ‘two’ express? We understand the idea of adjective-expression in terms of rules of application. For example: The adjective ‘blue’ *applies* to an object precisely when that object is, well, blue! The adjective ‘true’ applies to a proposition precisely when that proposition obtains. The adjective ‘two’ applies to a collection precisely when that collection is double-membered. We can summarize this by saying:

- the adjective ‘blue’ *expresses* the property of being blue
- the adjective ‘true’ *expresses* the property of being true
- the adjective ‘two’ *expresses* the property of being two(-membered)

Accordingly, we can say:

- the noun ‘Blue’ *names* the property of being blue
- the noun ‘True’ *names* the property of being true
- the noun ‘Two’ *names* the property of being two(-membered)

Some people don’t like reference to properties, and prefer to talk about sets. In that case, we must rewrite the latter sentences as follows.


\(^{26}\) One of many great paintings by Rembrandt is “Aristotle Contemplating a Bust of Homer” Check here for an image and also an “updated” version [http://faculty.washington.edu/smcohen/arihomer.htm]. The page is part of Marc Cohen’s website, where you may also find other useful links to Ancient Philosophy.

\(^{27}\) Or using a number-set example, if I say ‘the population of China’, do I mean the residents of China, taken as a whole, or do I mean the size of this set?
the noun ‘Blue’ \textit{names} the set of objects to which the adjective ‘blue’ applies;

the noun ‘True’ \textit{names} the set of objects to which the adjective ‘true’ applies;

the noun ‘Two’ \textit{names} the set of objects to which the adjective ‘two’ applies.

Or, to state things in the material mode:

\begin{align*}
\text{Blue} & = \{ x : x \text{ is blue} \} \\
\text{True} & = \{ x : x \text{ is true} \} \\
\text{Two} & = \{ x : x \text{ is two} \}
\end{align*}

Here, using ‘two’ as a singular-adjective is very odd sounding; the more natural-sounding rendering is ‘two-membered’. Also, the objects to which ‘two’ (‘two-membered’) apply are not ordinary objects, but are rather sets. For example,

\begin{align*}
\{\text{Bach, Beethoven}\} & \text{ is two (i.e., two-membered)} \\
\{\text{Bach, Mozart}\} & \text{ is two (i.e., two-membered)} \\
\{\text{Mozart, Beethoven}\} & \text{ is two (i.e., two-membered)}
\end{align*}

And accordingly:

\begin{align*}
\{\text{Bach, Beethoven}\} & \in \text{Two} \\
\{\text{Bach, Mozart}\} & \in \text{Two} \\
\{\text{Mozart, Beethoven}\} & \in \text{Two}
\end{align*}

Or in property-talk,

\begin{align*}
\{\text{Bach, Beethoven}\} & \text{ has the property Two (i.e., being two-membered)} \\
\{\text{Bach, Mozart}\} & \text{ has the property Two (i.e., being two-membered)} \\
\{\text{Mozart, Beethoven}\} & \text{ has the property Two (i.e., being two-membered)}
\end{align*}

10. \textbf{What is a Number?}

Finally, we consider the original question – what are numbers? What is the number zero, the number one, the number two, etc.? The simple answer is that they are \textit{quantities}; more specifically, they are \textit{quantitative properties}; more specifically, they are quantitative properties that apply to sets. The properties include:

\begin{itemize}
  \item the property of being memberless
  \item the property of being single-membered
  \item the property of being double-membered
  \item etc.
\end{itemize}

On the one hand, these properties are \textit{expressed} by the number-adjectives ‘zero’, ‘one’, ‘two’, etc. On the other hand, they are \textit{named} by the number-nouns – ‘Zero’, ‘One’, ‘Two’, etc. For example,

\begin{align*}
\text{the adjective ‘zero’ expresses the property of being memberless} \\
\text{the noun ‘Zero’ \textit{names} the property of being memberless}
\end{align*}
the *adjective* ‘one’ *expresses* the property of being single-membered
the *noun* ‘One’ *names* the property of being single-membered

the *adjective* ‘two’ *expresses* the property of being double-membered
the *noun* ‘Two’ *names* the property of being double-membered

etc.

In short:

<table>
<thead>
<tr>
<th>Numbers</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zero</td>
<td>the property of being memberless;</td>
</tr>
<tr>
<td>One</td>
<td>the property of being single-membered;</td>
</tr>
<tr>
<td>Two</td>
<td>the property of being double-membered;</td>
</tr>
<tr>
<td>etc.</td>
<td></td>
</tr>
</tbody>
</table>

If we are averse to property-talk, we can formulate the latter collection of principles as follows.

<table>
<thead>
<tr>
<th>Numbers</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zero</td>
<td>the set of all memberless sets;</td>
</tr>
<tr>
<td>One</td>
<td>the set of all single-membered sets;</td>
</tr>
<tr>
<td>Two</td>
<td>the set of all double-membered sets;</td>
</tr>
<tr>
<td>etc.</td>
<td></td>
</tr>
</tbody>
</table>